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High-Level Summary

Hardware  prototyping

Us e r guide s  for  be tte r  us e

CXL SSDCan achieve  ~50x 
la rge r  m em ory

PCIe
SSD≪

Hos t 
CPU

PCIe
SSDCXL

Byte -
se m antic

Block-
se m antic

CXL-
enabled 

CPU
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1. Long- Standing Dream
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PCIe Storage as Working Memory

Hos t 
CPU

PCIe
SSD

Load/Store

Working m em ory

Us ing SSD as  working 
m em ory is  a  long- s tanding 

dream  cons idering its  
la rge r s torage  capacity and 

da ta  pe rs is tence
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Benefits: Larger Memory

Capacity com parison a t the  s am e  priceChip- to- Chip com parison

DRAM
Chip

NAND
Flash Chip

NAND
Flash Chip

NAND
Flash Chip

DRAM
Chip

The  capacity of the  NAND 
fla sh chip is  16x la rge r than 
the  DRAM chip. In pa ra lle l, 

fla sh offe rs  exce llent 
pe rs is tence  capability

Furthe rm ore , we  can 
buy s eve ra l NAND fla sh 

chips  with a  s ingle  
DRAM chip price .

16x ~50x
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Benefits: Larger Memory

Achieving la rge r m em ory 
(with da ta  pe rs is tence) can 

open a new door for  big 
da ta  applica tions  (m ore  
explora tion and m ore  

ana lys is ).Scientific ana lys is

Recom m endation sys tem ML- based autom otive  sys tem

Hea lth ca re
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Conventional Attempts

: 2BSSD

: NVRAM cards

Indus try 
prototype

NVMe  
s tandard

There  were  s eve ra l 
a ttem pts  to use  SSD as  

working m em ory by 
supporting byte -
addres sability.

: PMR
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Commonality of Conventional Attempts

CPU

NAND

DRAM

Ctrl.

: 2BSSD

: NVRAM cards

: PMR

Backend m edia

The  conventiona l a ttem pts  
expose  SSD’s  inte rna l DRAM to 

gap the  byte  and block I/O 
granula rity and hide  the  long 
la tency of SSD backend block 
m edia  a s  m uch a s  pos s ible .
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Commonality of Conventional Attempts

PCIe
BARCPU

Load

Store

NAND

DRAM

Ctrl.

: 2BSSD

: NVRAM cards

: PMR

SSD’s  inte rna l DRAM 
space  is  m apped to 
PCIe  configura tion 
space  (e .g., BARs).

Thus , CPU can acces s  
SSD with load/s tore  

ins tructions  (e .g., byte -
addres sability via  MMIO).
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2. Why CXL?  (Not Conventiona l Attem pts , PCIe  BAR? )
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Limitations of Conventional Attempts

PCIe
BARCPU

Load

Store

NAND

DRAM

Ctrl.

Mem ory expans ion 
us ing PCIe  BAR is  
im practica l due  to 

its  lim ita tion.
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Good Enough PCIe Bandwidth

PCIe
BARCPU

Load

Store

NAND

DRAM

Ctrl.

Because  of PCIe  
pe rform ance?

No, the  PCIe  bandwidth 
is  good enough for the  

rem ote  m em ory.

PCIe  Ge n6 (16x): 121GB/s
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But, Non-Cacheable Access

CPU

Load

Store

NAND

DRAM

Ctrl.
PCIe
BAR

The  lim ita tion 
com es  from  the  
des ign principle  

of PCIe  BAR.
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But, Non-Cacheable Access

PCIe
BARCPU

Load

Store

NAND

DRAM

Ctrl.

PCIe  BAR is  used 
for  com m unica tion
be tween the  CPU 

and the  SSD.
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But, Non-Cacheable Access

PCIe
BAR

Load

Store

NAND

DRAM

Ctrl.CPU

Cache

Thus , Inte l and AMD do not 
a llow CPU- s ide  caching for 

PCIe - re la ted m em ory 
reques ts  to prevent the  

PCIe  devices ’ m a lfunction.



<16>

Advocation: CXL for Memory Expansion

Ins tead of the  conventiona l 
approaches , we  advoca te  
em erging cache - cohe rent 

inte rconnection technology, 
ca lled CXL.

Hos t 
CPU

PCIe - a ttached
deviceCXL
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CXL: Multi Protocols

CXL supports  
m ulti protocols  on 

top of the  PCIe  
phys ica l link.

Hos t 
CPU

PCIe - a ttached
deviceCXL
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CXL: Multi Protocols

Cons ide r  PCIe - a ttache d de vice  as : I/O de vice Cache  m e m ory Working m e m ory

Role  of protocol: • CPU- de vice  
com m unica tion

• Me m ory re que s ts  
(de vice  → hos t)

• Cohe re nt re que s ts  
(hos t ↔ de vice )

• Me m ory re que s ts  
(hos t → de vice )

The  diffe rences  
com e  from  how they 
cons ide r the  PCIe -

a ttached device .

Hos t 
CPU

PCIe - a ttached
deviceCXL
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CXL: Multi Protocols

Cons ide r  PCIe - a ttache d de vice  as : I/O de vice Cache  m e m ory

Role  of protocol: • CPU- de vice  
com m unica tion

• Me m ory re que s ts  
(de vice  → hos t)

• Cohe re nt re que s ts  
(hos t ↔ de vice )

Working m e m ory

• Me m ory re que s ts  
(hos t → de vice )

Since  CXL.m em is  
wha t the  m em ory 
expande r m a inly 

require s , le t’s  check 
how this  protocol 

works .

Hos t 
CPU

PCIe - a ttached
deviceCXL
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Cacheable Access

HDM

Load

Store

Ctrl.CPU

Cache

NAND

DRAM

If we  support CXL.m em in 
SSD, it can expose  it’s  the  

unde rlying device ’s  m em ory 
to a  hos t’s  phys ica l m em ory 
m ap a s  HDM (Hos t- m anaged 

Device  Mem ory).

Thus , CPU can 
acces s  the  SSD 
with load/s tore  

ins tructions .

CXL.m e m supporte d SSD
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Cacheable Access

HDM
Ctrl.CPU

Cache

NAND

DRAM

Cache
hit

Cache
m is s

Since  the  hos t-
m anaged device  

m em ory is  cacheable , 
m em ory acces s  can be  

hit in  the  on- chip cache .

Note  tha t HDM is  
acces sed via  CXL 

inte rconnection only 
when cache  m is ses .

CXL.m e m supporte d SSD
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Side-by-Side Comparison

Now, le t’s  com pare  
the  conventiona l and 

proposed byte -
addres sability s ide  by 

s ide .

Proposed byte - addres sability ove r CXL

NAND

DRAM

Ctrl.
HDM

CPU

Cache

Load

Store

Conventiona l byte - addressability ove r PCIe  BAR

NAND

DRAM

Ctrl.Mem ory/
Buffe r

CPU

Cache

Load

Store
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Side-by-Side Comparison

Proposed byte - addres sability ove r CXL

Mem ory (HDM) 
ove r CXL

Cache

Loca l 
m em ory

NAND

DRAM

Ctrl.
HDM

CPU

Cache

Load

Store

Conventiona l byte - addressability ove r PCIe  BAR

Mem ory ove r 
PCIe  BAR

Cache

Loca l 
m em ory

NAND

DRAM

Ctrl.Mem ory/
Buffe r

CPU

Cache

Load

Store

The  m em ory ove r PCIe  
BAR is  excluded from  
the  m em ory hie ra rchy 

(cannot enjoy CPU 
cache ).

The  m em ory ove r CXL 
is  included in the  

m em ory hie ra rchy (can 
fully enjoy CPU cache ).
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3. Storage - Integra ted Mem ory Expande r
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Design #1: Device Type Consideration

Propos ed
CXL SSD

In orde r to enable  
s torage - integra ted 

m em ory expander ove r 
CXL, we  have  to decide  

CXL device  type  firs t.
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CXL Device: Mix & Match CXL Protocols

We can com pose  CXL 
devices  by mixing 
and matching CXL 

protocols .
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CXL Device: Mix & Match CXL Protocols

Type  1 device
(CXL.io + CXL.cache )

Type  2 device
(CXL.io + CXL.cache + CXL.m em )

Type  3 device
(CXL.io + CXL.m em )

There  a re  
three  types  of 
CXL devices .
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Best-Fit: Type 3 CXL Device

Between two CXL.m em -
supported devices , the  type  
3 device  is  the  bes t fit for  

s torage - integra ted 
m em ory expans ion – Why?Type  2 device

(CXL.io + CXL.cache + CXL.m em )
Type  3 device

(CXL.io + CXL.m em )
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Limits of Type 2 CXL Device

Type  2 device
(CXL.io + CXL.cache + CXL.m em )

Type  3 device
(CXL.io + CXL.m em )

Le t’s  suppose  
tha t the  CXL SSD 

is  type  2.

Ctr l.

DRAM

NAND
CPU

Cache
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Limits of Type 2 CXL Device

Type  2 device
(CXL.io + CXL.cache + CXL.m em )

Type  3 device
(CXL.io + CXL.m em )

Ctrl.

DRAM

NAND
CPU

Cache

Then, the  addres s  
spaces  tha t the  CPU 

and SSD m anage  
should be  cohe rent.
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Limits of Type 2 CXL Device

Type  2 device
(CXL.io + CXL.cache + CXL.m em )

Type  3 device
(CXL.io + CXL.m em )

Ctrl.

DRAM

NAND
CPU

Cache

In othe r words , it 
causes  exces s ive  cache  

cohe rency tra ffic, 
which s lows  down 
m em ory acces s .
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Design #2: Enable CXL SSD (Type 3)

Then, now le t’s  ta lk 
about how we  can 

enable  CXL SSD 
(type  3).

Conventiona l
PCIe  SSD

Host
CPU

Propos ed
CXL SSD

CXL-enabled 
CPU
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NAND

DRAM Ctrl.

Proposed CXL 
SSD

At A Glance: CXL SSD & CXL-enabled CPU

CXL-enabled CPU

Ca
ch

e CXL 
RP CXL Ctrl.

You can s ee  a t a  glance  
wha t CXL SSD and CXL-

enabled CPU look like  
with this  drawing.
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NAND

DRAM Ctrl.

Proposed CXL 
SSD

At A Glance: CXL SSD & CXL-enabled CPU

CXL-enabled CPU

Ca
ch

e

CXL Ctrl.

Load/Store
When the re  is  a  

cache  m is s , a  
m em ory reques t 

a rr ives  a t CXL RP.

CXL 
RP
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NAND

DRAM Ctrl.

Proposed CXL 
SSD

At A Glance: CXL SSD & CXL-enabled CPU

CXL-enabled CPU

Ca
ch

e

CXL transaction packe t
CXL RP gene ra te s  

transaction packe ts  
(e .g., CXL flit) based on 

the  CXL.m em /CXL.io
protocol.

CXL Ctrl.CXL 
RP
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NAND

DRAM Ctrl.

Proposed CXL 
SSD

At A Glance: CXL SSD & CXL-enabled CPU

CXL-enabled CPU

Ca
ch

e

CXL Ctrl.CXL 
RP

I/O
com m and CXL controller parses  

reques t inform a tion 
from  the  CXL transaction 

packe t and s ends  it to 
the  backend
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NAND

DRAM Ctrl.

Proposed CXL 
SSD

Simple Modification is Enough

CXL-enabled CPU

Ca
ch

e

NAND

DRAM Ctrl.

Conventional CPU Conventional SSD

Ca
ch

e
From  the  

a rchitectura l 
viewpoint, a  m inor 

m odifica tion is  
enough to enable  a  

CXL SSD

CXL Ctrl.CXL 
RP

PCIe  
RP

PCIe  
EP

NVMe 
Ctrl.

+ CXL 
packe t 

form a tting

+ control 
inte rface s  

(CXL.io)

+ read/write  
inte rface s  
(CXL.m em )



<38>

Performance Projection

Propos ed
CXL SSD

CXL-enabled 
CPU

We specula te  how m uch 
e ffect a  CXL SSD has  on 

sys tem  pe rform ance  
us ing our CXL ha rdware  

prototype .

※ Sepa ra ted cus tom ized FPGA boa rd (16nm )

• RISC- V 64 bit O3
• 128 KB L1 cache
• 4MB L2 cache

• Z- NAND e m ula tion
• 32GB capacity
• Ope nExpre s s - base d
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Experimental Group

Propos ed
CXL SSD

CXL-enabled 
CPU

Hos t
CPU

DRAMCXL

Hos t
CPU

Conventiona l 
SSD

PCIe
In addition, we  eva lua te  a  
loca l DRAM- only sys tem  
(DRAM) and PCIe  BAR-

based m em ory expande r 
(PCIe ).
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Result Analysis

𝛼𝛼=1 Average  𝛼𝛼 𝛼𝛼=0.001
Propos e

d
CXL SSD

CXL-enabled 
CPU

Hos t
CPU

DRAMCXL

Hos t
CPU

Conventiona l 
SSD

PCIe

Lowes t loca lity Highes t loca lity

When we  com pare  
CXL with PCIe , CXL 

pe rform ance  is  m uch 
be tte r , thanks  to 

cache  hits .

129.5x
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Result Analysis

𝛼𝛼=1 Average  𝛼𝛼 𝛼𝛼=0.001
Propos e

d
CXL SSD

CXL-enabled 
CPU

Hos t
CPU

DRAMCXL

Hos t
CPU

Conventiona l 
SSD

PCIe

Lowes t loca lity Highes t loca lity

When we  com pare  CXL 
with DRAM, CXL is  
84.1x s lower than 

DRAM if it cannot enjoy 
cache  hit. 

84.1x
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Result Analysis

𝛼𝛼=1 Average  𝛼𝛼 𝛼𝛼=0.001
Propos e

d
CXL SSD

CXL-enabled 
CPU

Hos t
CPU

DRAMCXL

Hos t
CPU

Conventiona l 
SSD

PCIe

Lowes t loca lity Highes t loca lity

However, it could be  okay 
a s  the  lowes t loca lity is  ra re  
in  rea l applica tions ; CXL can 

achieve  pe rform ance  
s im ila r  to DRAM on ave rage  

or high loca lity.

9.3x

2.4x
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4. Use r Guide  # 1 – Pooling
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Needs: Memory Pooling

Host A Host B

Re source
a lloca te

Re source
fre e

Me m ory re source  pool

Use rs  m ight want to 
m a inta in a  m em ory 

pool tha t a llows  a lloca te  
or  free  the  m em ory 

re sources .
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Guide #1: Resource Expansion

Host A Host B

Re source
a lloca te

Re source
fre e

Me m ory re source  pool

As  the  firs t s tep, 
use rs  have  to 

increase  the  num ber 
of pooled m em ory 

re sources .



<46>

#1-1: CXL Switch

Host A

#  m e m ory re source  = 1

Host A

CXL 
Switch

#  m e m ory re source  = N

If use rs  adopt a  CXL 
switch, they can 

increase  the  num ber 
of m em ory re sources  

from  1 to N. 
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#1-1: CXL Switch

Host A

#  m e m ory re source  = 1

Host A

CXL 
Switch

#  m e m ory re source  = N

D
SP

D
SP

D
SP

U
SP

Fabric

Towards  hos t

Towards  CXL de vice s

The  switch has  a  fabric 
m anage r tha t can 

connect USP(s ) and 
DSP(s ) based on wha t 
the  sys tem  dem ands
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Guide #2: Resource Pooling

Me m ory re source  pool

Host A Host B

Re source
a lloca te

Re source
fre e

As  the  s econd s tep, 
re source  pooling should be  
supported by m ultiple  hos ts  
when the  m ultiple  m em ory 

expande rs  a re  ready.
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#2-1: Switch Virtualization

Host A

CXL 
Switch

Host A

Host B

CXL
vSwitch

Host A

Host A Host B

The  m ulti- hos t 
connection can be  
m anaged by CXL 

switch vir tua liza tion.
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#2-1: Switch Virtualization

U
SP

D
SP

D
SP

vFabric

Towards  CXL de vice s

Host A

CXL 
Switch

Host A

Host B

CXL
vSwitch

Host A

Host A Host B

Towards  hos t

Virtua lized switch can 
rem em ber the  connection 
be tween USPs  and DSPs , 
and provide  a  unique  pa th 

pe r hos t.

D
SP

vFabric

U
SP

Fabric
m anage r
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#2-2: Device Virtualization

Host B

CXL
vSwitch

Host A

Host A Host B

Host B

CXL
vSwitch

Host A

Host A Host B

Moreove r, each CXL 
SSD can be  vir tua lized 

for  fine - gra ined
resource  

m anagem ent.
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#2-2: Device Virtualization

Host B

CXL
vSwitch

Host A

Host A Host B

Logica l 
de vice  up 

to # 16

Host B

CXL
vSwitch

Host A

Host A Host B

A s ingle  CXL SSD can be  
divided into 16 logica l 

devices  and thus  can be  
sha red by m ultiple  hos ts .
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5. Use r Guide  # 2 – Storage - Aware  Annota tion
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Needs: Latency & Persistence Control

NAND

DRAM Ctrl.

Proposed CXL 
SSD

CXL-enabled CPU

Ca
ch

e
CXL Ctrl.CXL 

RP

Users  a lso m ight 
want to avoid 

unexpected SSD 
behaviors .
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Unexpected Case #1: Internal Tasks

NAND

DRAM Ctrl.

Proposed CXL 
SSD

CXL-enabled CPU

Ca
ch

e
CXL Ctrl.CXL 

RP

Expe cte d 
load la te ncy 

= 𝜇𝜇s  ? ?

However, m em ory 
reques ts  can be  

de layed due  to SSD’s  
inte rna l ta sks , such a s  

read recla im ing and 
ga rbage  collection.

Load
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Unexpected Case #2: Internal Buffer

NAND

DRAM Ctrl.

Proposed CXL 
SSD

CXL-enabled CPU

Ca
ch

e
CXL Ctrl.CXL 

RP However, use rs  can 
expe rience  long flush 

la tency due  to SSD’s  la rge  
inte rna l buffe r  and 

unpredictable  caching 
policy.

Flush

Tole rable  
flush la te ncy 

= m s ? ?
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Annotations for Hint

NAND

DRAM Ctrl.

Proposed CXL 
SSD

CXL-enabled CPU

Ca
ch

e

Load/Store CXL transaction packe t

CXL Ctrl.CXL 
RP

I/O
com m and

Hint HintHint

Thus , we  sugges t an 
annota tion m e thod tha t 
a llows  use rs  to s end a  
hint to an SSD, such a s  
la tency de te rm inism  or 

buffe rability tha t this  work 
sugges ts . Then SSD 

controlle r  behaves  
appropria te ly 

based on which 
hint is  trans fe rred.

De te rm inism DT: de te rm inis tic ND: Non- de te rm inis tic

Buffe rability BF: Buffe rable NB: Non- buffe rable
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Conclusion
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