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ABSTRACT

Existing cloud computing (or serverless) architectures pro-
vide convenient abstractions for application developers, but
exhibit high latencies and do not support strong consistency
guarantees. These limitations stem not only from the over-
heads due to virtualization, but also because storage and com-
pute layers are disaggregated.

WeintroduceLambdaObjects; anewabstraction forserver-
less systems where data and compute are co-located. Data
is encapsulated into objects, each associated with a set of
methods that allow accessing and modifying the data. Func-
tions then execute directly at the nodes the data is stored
at. Our early results demonstrate that this architecture pro-
vides lower latencies, while sacrificing some elasticity offered
by conventional serverless systems. In addition, LambdaOb-
jects provide strong consistency and enable efficient caching
mechanisms and fault-tolerance with low overhead.
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1 INTRODUCTION

Recently, separating storage and compute layers, or even fully
disaggregating physical resources within a cluster [9, 35, 42,
51], has become a popular approach for building distributed
systems and their underlying infrastructure. Forgoing the
requirement to co-locate the various components of a system
allows for easier scaling of resources and ensures that failures
of one component do not affect other parts of the system.
A common application of disaggregation is serverless en-

vironments for which cloud providers, such as AmazonWeb
Services [48] and Microsoft Azure [39], provide distinct com-
pute and storage layers. Serverless services allow uploading
functions, which can then be invoked without explicitly pro-
visioning servers for them to execute on. These functions
maintain state by interacting with a storage layer [6, 22, 38].
Each layer abstracts away the underlying physical or virtual
machines, ensures sufficient resources are allocated, and en-
sures failures of individual machines do not disrupt execution
or cause data loss.

Even though building applications in a serverless environ-
ment is fairly straightforward and allows application devel-
opers to sidestep many challenges associated with building
distributed systems, the technology has not received as much
adoption as one would expect. In fact, most large-scale ser-
vices still rely on self-hosted storage systems, such as Cock-
roachDB [32] or MongoDB [40], and compute layers that are
built from scratch and deployed as conventional macro- or
microservices [2, 11].

The lowadoptionrateof serverless systemshas tworeasons.
First, serverless systemshavehighstart-up latenciesdue to the
use of containers or virtual machines [43, 52]. These isolation
mechanismsarenecessary to ensure failures, benignorByzan-
tine [34], of one application do not affect other applications in
the same serverless environment. Second, separating storage
and compute layers, each with their own scaling and place-
ment mechanisms, makes it hard to provide strong consis-
tencyguaranteeswithoutasignificant impactonperformance.
While recent work has made progress in reducing startup la-
tencies of serverless environments [3, 5, 13, 29, 43], overcom-
ing the limitations in storage consistencywithout a significant
redesignof how these systemswork ismuchharder to achieve.

15

https://doi.org/10.1145/3538643.3539751
https://doi.org/10.1145/3538643.3539751
https://doi.org/10.1145/3538643.3539751


HotStorage ’22, June 27–28, 2022, Virtual Event, USA Kai Mast, Andrea C. Arpaci-Dusseau, and Remzi H. Arpaci-Dusseau

We propose LambdaObjects: an abstraction for building
serverless applications where storage and compute are co-
located. Similar to object-oriented programming, this abstrac-
tion encapsulates data as objects and associates a set of func-
tions with that object. An object’s functions can only modify
data associated with the object itself, but can invoke func-
tions of other objects. Functions executewhere the associated
object’s data is located, which provides strong consistency
with low overhead. Application logic is then implemented
as a graph of function calls as in other serverless systems.
This object-centered design enables modular modular appli-
cations that avoid expensive data transfers in many cases.We
also demonstrate how this model enables efficient sharding,
fault-tolerance, consistent caching, and linearizability.
Applications written against this abstraction are as easy

to develop and deploy as other serverless applications while
providing performance close to that of custommicroservices
and strong consistency. From our early results, we believe
this architecture fits many applications that do not require
real-time performance (latencies below 1𝑚𝑠), but still need
to respond to user input quickly, such as most web applica-
tions. Strong consistency is a requirement for many projects
(e.g., financial applications) and generally eases application
development as it is easier to reason about [1]. This, in turn,
significantly increases the scope of what can be built as a
serverless application, i.e., without manual deployment.

The remainder of this paper gives an overview of this new
abstraction, its trade-offs, and early evaluation results. First,
we will discuss the current limitations of serverless system
the intuition behind LambdaObjects in detail (§2). Then, we
specify this new data and compute model in more depth (§3),
detail LambdaStore, a system that supports it (§4), and pro-
vide early results on how this implementation performs (§5).

2 BACKGROUNDANDMOTIVATION

LambdaObjects are designed with applications in mind that
require lowlatencies,highscalabilityandelasticity, andstrong
consistency guarantees. We define low latencies as being be-
low 100ms, which is often considered the threshold at which
delays become noticable enough to affect the user experi-
ence [8]. Scalable systemsareable to increase their throughput
without major changes to their architecture. Elastic systems
react to workload changes quickly by adding or removing
resources.
Strong consistency guarantees are important to a broad

range of applications. For example, a user might unfriend (or
even block) another user and expect that any post they create
after this will not be visible to that party. Without, at least,
causal consistency [4], the operation blocking the user might
be seen by some nodes in the system after they already pro-
cessed the post. Similarly, an application processing digital

payments requires strong consistency to ensure a transaction
reads an up-to-date account balance and, as a result, does not
spend more money than is availabe.

In addition, we require an abstraction that makes it easy to
createnewapplications anddoesnotwastephysical resources.
Keeping the required developer effort low allows adding new
features quickly, reduces the maintaince burden, and lowers
the number of potential bugs. Ideally, a system always uses all
resources it has allocated and frees any unneeded resources,
which lowers cost for both the application developer and the
cloud provider.

A commonexample of applicationswith such requirements
are social network or microblogging services, such as Twitter.
Retwis [45], which is commonly used to benchmark storage
systems, implements a basic microblogging service where
users can follow other users and post status messages that
propagate to all their followers’ timelines. Recent work has
shown that even with efficient caching layers and without
wide-area communication, conventional serverless systems
still exhibit latencies of up 500ms for Retwis [55], indiciating
more work is needed.

2.1 Conventional Serverless

Serverless architectures fulfill our requirements of scalablility,
elasticity, and resourceutilization as show inTable 1.At ahigh
level, theyallowdevelopers touploadself-contained functions
and abstract away physical or virtual machines used by the
application. The stored functions can be invoked by the appli-
cation’s frontend, in which case the cloud provider automat-
ically allocates the required resources. Functions can invoke
other functions and application logic is often implemented as
a directed acyclic graph of function calls, usually called a job.
Suchcloudprogramming systemsalsoprovidemechanisms to
tolerate failures of functions and replicate data automatically.
Unfortunately, serverless systems currently do not meet

the requirements for strong consistency and low latencies for
two reasons. First, they employ containers or other virtualiza-
tion technologies to be able to co-locate multiple applications
within the same system. This can create a significant delay de-
pending on the underlying technologies. Second, as outlined
before, serverless systems are fully disaggregated which adds
additional delays due to network communications andmakes
it hard to achieve strong consistency.

Recent Improvements. Previous work has proposed ways to
mitigate the high startup latencies of serverless environments.
First, cachingor snapshottingvirtualmachines [3, 13, 58], con-
tainers [5, 43], or the language runtimewithinacontainer [29],
each avoiding significant overheads compared to cold stars.
Second, Nightcore [29] converts serverless functions into
long-runningmicroservices,whichprovides better scalability,
but slightly weaker isolation guarantees as multiple function
calls execute within the same container. Third, recent work
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LambdaObjects Custom (Micro-)services Conventional Serverless

Latency Low (1-10ms) Very Low (<1ms) High (>100ms)
Scalability High Implementation-Specific High
Elasticity Medium Low High

Consistency Strong Implementation-Specific Weak
Developer Effort Low High Low

Resource Utilization High Low High
Table 1: Simplified comparison between LambdaObject’s aggregated serverless architecture, custom-built

(micro-)services, and conventional serverless architectures. Note, that thesemetrics are also influenced by the type

of application and the specific workload.

built serverless systems with lightweight isolation mecha-
nisms such asWebAssembly [53] to reduce startup latencies.

Recent work also showed that caches at the compute layer
can alleviate some storage latency and consistency limita-
tions [20, 36, 41, 54, 55]. In addition, Jia et al. [28] demon-
strated that consistent reads can be guaranteed using a shared
log. However, such mechanisms typically do not provide
strong consistency, i.e., linearizability [26]. Disaggregation
also makes it hard to provide data locality, which results in
frequent cache misses for such approaches. While weaker
consistency models or conflict-free data types are convenient
and useful for certain applications, they can introduce un-
desired or even safety-critical inconsistencies and create an
additional burden for application developers who have to
navigate these more complicated semantics. It is possible to
add transactional semantics to conventional serverless envi-
ronments [14, 60], but due to the limitationsmentioned above,
such approaches incur high latencies and, for applications
with lock contention, low throughput.

2.2 CustomMicro- andMacroservices

Custom implementations are able to provide low latencies
and, potentially, strong consistency, but are expensive to build
and maintain. Instead of using an abstraction designed by a
cloud provider to fit many applications, they are built from
the ground up to support a specific application and the ex-
pected workload. Additionally, developers can use a storage
system in their application that support the desired consis-
tency guarantees. However, designing and building the entire
application stack and not just the serverless functions is more
time-intensive. Recently such custom systems are more com-
monly built as microservices, which make each component
of the system a separate service that can be developed, tested,
and deployed individually [15].
Custom services execute on dedicated resources, which

reduces startup delays but harms elasticity and can poten-
tially be costly. For example, a service might consist of a stor-
age node and one node for each of its microservices. This
means there is never a cold start as the microservices are
constantly running and can respond quickly when contacted.

However, picking such an allocation in advance requires some
knowledgeabout the expectedworkloadandusually results in
over-provisioning of resources to be able to tolerate potential
high demand. Aside from potentially high cost due to over-
provisioning,manual deployment of services is costly.Orches-
tration tools likeKubernetes [19]caneasedeployment, but it is
still move involved than a fully automated serverless solution.

2.3 A Re-design of Cloud Programming

The recent improvements to cloud programming are signif-
icant but not sufficient to reach our previously outlined goals
of latencies below 100ms and strong consistency. Instead of
incremental changes, we propose to rethink how serverless
applications are written and to redesign the structure of the
underlying system. A key observation that guides this re-
design is that significant work, e.g., ordering and replication
of requests, is replicated within both layers. Reducing this
duplication may not only improve performance, but also sim-
plify the design of a cloud computing infrastructure.

Application logic executing close to, or as part of, the stor-
age system are able to overcome limitations in latency and
consistency. Here, data can be retrieved quickly as the latency
between the compute environment and the storage backend is
minimal. Similarly, one can ensure strong consistency as the
likelihood of stale data being retrieved is significantly lower.
A new data and execution model eases the development for
serverless applications for such a co-located architecture.

LambdaObjectsaimtoprovide lower latenciesandstronger
consistency than conventional serverless and to provide sim-
ilar ease of development and deployment for application de-
velopers and administrators. However, co-locating data and
compute harms elasticity as data needs to be migrated when
adapting to workload changes, but a sharded datastore is still
inherently scalable. Additionally, a new data model makes
it harder for existing codebases to be ported to this abstrac-
tion, especially those requiring a POSIX-style API. Finally,
the LambdaObjectsmodel must still allow sharing resources
among applications to fully utilize the available resources.
To summarize, Table 1 outlines how the LambdaObjects

abstraction aims to be a compromise between serverless and
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custom implementations suitable for most applications. Con-
ventional serverless environments will most likely still be
more efficient for workloads with high variability or with
infrequent data-accesses, for example continuous integration
tasks or machine learning, and custom implementations are
still necessary for applications that require very low latencies.
In any case, which approach is the best depends highly on the
type of application and workload.

3 LAMBDAOBJECTS

LambdaObjects are intended to implement a small piece of
functionality, e.g., a user authentication mechanism, that is
part of a larger application, e.g., an online store. Each of these
components can then be built and tested individually like con-
ventional microservices. Objects can then invoke methods
of other objects to compose more complex application logic.
However, unlike microservices, object method invocations
are short-lived and isolated from other invocations of the
same method.
Objects have access to their associated storage through a

key-value API and some utility functions in addition to exe-
cuting and invoking functions. This minimal API ensures a
small attack surface and supports different application types
and data models. For example, some applications may want
a storage system that provides access to raw, unstructured
data and others might require an abstraction more akin to
SQL. In the latter case packing and unpacking data can be
implemented within the runtime.

To ease application development, we introduce the notion
of object types. Each object type holds a set of functions in a
format specific to the implementation, e.g., as ELF binaries.
Object types also contain a set of fields, which are either a sin-
gle opaque piece of data or collection of data entries indexed
by a key. Objects can then be instantiated from these types.

3.1 ConsistencyModel

LambdaObjects support invocation linearizability, which we
informally define as follows. First, data accesses and modifi-
cations within a single function invocation are atomic; either
all succeed or none. Second, function invocations are isolated;
partial writes of one invocation are not visible to other func-
tion invocations. Third, function invocations provide “real-
time” guarantees; if a functions call is successful, it is guaran-
teed that all following function calls will see its modifications.

These guarantees do not span across function calls to avoid
cyclic dependencies and aborts. In our current implementa-
tion, this means that invoking one function from another will
commit all changes of the first call before performing the
second. Thus, if a function 𝑓 invokes another function 𝑓 ′ in
the middle of its execution, the parts of 𝑓 before and after in-
voking 𝑓 ′ will be treated as two separate function invocations

1 type User:

2 field name: String

3 field followers: List<ObjectId >

4 field timeline: List <(String , Time, String)>

5

6 pub func create_post(self, msg):

7 let time = get_time ()

8 self.store_post(self.name , time , msg)

9

10 for oid in self.followers:

11 get_object(oid)

12 .store_post(self.name , time , msg)

13

14 pub func get_timeline(self, limit):

15 let result = []

16 let iter = self.timeline.iterate ()

17 for result.len() < limit and iter.has_more ():

18 result.push(iter.next())

19 return result

20

21 func store_post(self, src , time , msg):

22 self.timeline.push((src , time , msg))

Listing 1: Implementation of ReTwis in pseudocode.

Low-level API calls are hidden behind a higher-level

abstraction Functionality that creates accounts or adds

followers is not shown.

in the context of consistency. While similar to snapshot iso-
lation [10] at a first glance, this is a slightly weaker guarantee
as writes commit at the end of each function invocation not
at the end of the job.
We envision that future versions of the LambdaObjects

model will support serializable transactions [44] spanning
multiple function calls, but this is out of the scope of this
workshop paper. Conveniently, embedding execution into
the database itself allows using proven transaction process-
ing protocols from existing database management systems
instead of having to develop an entirely newmechanism.

3.2 Application Example

Wecan implement themicroblogging application from Sec-
tion 2 using LambdaObjects in a straightforward way. Each
Userobject holds a list of their posts, a set of all their followers,
as well as a timeline containing posts of all user’s they follow.
Listing 1 outlines a potential implementation of a User object
and its create_postmethod. The code omits blocking/fol-
lowing users and other functionality due to limited space.

create_post first generates a new post and the stores it
in the user’s and all its followers’ timelines. Updating many
follower timelines at once is done quickly by running the
store_post calls in parallel (not shown in the pseudocode).
Invocation linearizability prevents aborts due to concurrency,
so that requests will be processed quickly. This consistency
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property also ensures that causality is respected so that, for
example, blocked users will be removed from the follower list
before the new posts can be generated.

4 PROTOTYPE IMPLEMENTATION

4.1 Conventional Serverless Architectures

Before we discuss the design of a system that supports the
LambdaObjectsmodel, we outline how regular serverless
architecuters, such as OpenWhisk [17], work. Here, clients
(or client-facing frontends) interact with the compute layer
through a load balancer that distributes computation. This
load balancer must also log client requests in a durable way
to ensure that, in case of compute node failures, there will
always be a response generated [50]. For example, in the case
of OpenWhisk this replication mechanism is implemented
using Apache Kafka [18].

Computenodes then interactwith the storagebackendover
the network. Thus, unless there is caching or a transactional
layer put in place, each storage access requires a network
round-trip. The storage backend itself is replicated to ensure
durability of data. If a lambda function invokes other lambda
functions during their execution, they will contact the load-
balancer again, introducing another roundof indirection. This
avoids re-executing the entire workload if a single function
fails at the cost of increased latency.

4.2 LambdaStoreArchitecture

We implemented LambdaStore: a storage system that sup-
ports execution of methods compiled toWebAssembly [24].
WechoseWebAssemblybecause, aspreviousworkshowed[53,
61], it has lowoverhead and allows embeddinguntrusted code
directly into a process without sacrificing security. However,
a similar design could be achieved by placing containers or
virtualmachines executing conventional binaries on the same
node as the relevant storage process.
WebAssembly provides software-based isolation and me-

tering. Runtimes compile untrusted code into trustedmachine
codebyaddingsafeguards toeverymemoryaccess.Additional
checks canbeadded to limit theamountof computationa func-
tion invocation is allowed to perform. The resulting machine
code can then be executed at almost native speed.

Storage nodes leverage the properties of LambdaObjects
in two distinct ways. First, they represent the lowest form
of concurrency. Because functions only directly access data
within the same object, nodes can avoid write conflicts by not
scheduling two functionsmodifying data of the sameobject at
the same time.Theabstraction, thus, allows the applicationde-
veloper to determine the granularity of locks. LambdaStore
then combines function scheduling and concurrency control.

Second, objects are microshards [7]. Because their content
is self-contained, they can bemigrated by themselveswithout

causingdisruption tocomputation involvingotherobjects.Mi-
crosharding, unlike, e.g., hash-based sharding [47, 56], allows
maintaining data locality. The LambdaObjects abstraction
enables application developers to define what data “belongs
together” in a straightforward way.

4.2.1 Replicating LambdaObjects. Replication is added to
this design in a straightforward way. We chose primary-
backup [12] as it provides low-latencies compared to, e.g.,
chain replication [57]. Functions that modify data are exe-
cuted at the primary and the results of the computation are
replicated to the backup nodes. Read-only functions can ex-
ecute at any replica to increase throughput.
Fault-tolerance is ensured through a cluster-wide coordi-

nation service. This service is replicated using Paxos [33] to
ensure availability at all times. If a node fails, the coordinator
will reconfigure the affected shards and notify all participants.
Clients, or nodes, waiting for a response from that shard will
reissue their request if needed. Thus, a function invocation
results in at most one network round-trip within the respon-
sible replica set. This design also obviates the need for an
additional logging service and scales well as the coordinator
is only involved during reconfigurations.

4.2.2 Consistent Caching. Even an efficient implementation
of a function execution environment can cause significant
overhead when invoked frequently, which can be avoided
using caching. Caching computation results in an environ-
ment where data and computation are not co-located can
easily result in inconsistencies when caches are not up-to-
date. However, in a co-located setting, storage nodes always
have access to the most recent state of the data.

Fordeterministic read-only functions, thestoragesystemal-
lows caching results consistently. Here, storage nodes merely
record the output of a function, a hash of its input, and its
read set in the forms keys and value hashes. Nodes then only
re-execute such functions if the input or reads have changed.
This is similar to howMySQL handles deterministic stored
procedures [27].

5 PRELIMINARY EVALUATION

We compare our aggregated architecture against a disaggre-
gated design with separate compute and storage layers. For
both designs, we useWebAssembly as our isolation mecha-
nism tomake the comparision fair. The disaggregated variant
is implemented as a standalone process executingWebAssem-
bly binaries. In addition, the baseline uses our prototype as
its storage layer to ensure that implementation details of the
database itself does not skew the results. In both cases Lamb-
daStore uses LevelDB [21] to persist data.

We allocate one machine for compute and three machines
for storage. The storagemachines forma replica set anddonot
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perform sharding. In the disaggregated variant, functions ex-
ecute on a dedicated compute node separate from the storage
nodes. For the aggregated variant, functions directly execute
at the primary storage node. In either case, clients directly
contact the executing node and there is no load balancer or
frontend. The experiment is run on Cloudlab [16], where
each machine is equipped with two Intel Xeon® Silver 4114
CPUs totalling 20 physical cores and 188 GiB of memory. All
machines are in the same physical location, and we do not
simulate a wide-area network.
We evaluated three different kinds of workloads for the

application described in Section 3: Post creates a new post
and updates all timelines of the account’s followers, GetTime-
line is a read-only task that returns the timeline for a specific
user, and Follow adds a new follower to an account. For the
aggregated variant, we enforce invocation linearizablity as
outlined before, while the disaggregated variant provides no
consistency guarantees. We set up 10,000 accounts and run
up to 100 concurrent client requests for all workloads, which
we found to yield the maximum throughput.

Figure 1 plots the total throughput of these workloads and
Figure 2 the latencies. The aggregated variant shows an in-
crease of at least 160% for throughput and a decrease of at
least 50% formedian latency. Because allmachines are located
within the same cluster, and because we do not add artificial

network delays, latencies are generally low.We also observe
a higher variance in latencies for the disaggregated baseline
even when lowering the number of concurrent requests. A
single job in the Post workload requires multiple function
calls, the initial function call and one for each follower, which
results in lower throughput compared to the otherworkloads.

6 RELATEDWORK

Previous work proposed embedding computation in the stor-
age layer.Many databasemanagement systems providemech-
anisms for stored procedures [23, 27], which usually only sup-
port functions written in SQL not arbitrary binaries. Active
storage [46] andWillow [49] allowexecuting application code
within the storage device itself, e.g., on an SSD’s micropro-
cessor, but do not provide means to replicate or shard such
data. Biscuit [25] and YourSQL [30] allow executing parts
of a single application directly at the storage nodes. Zhang
et al. [61] first proposed embeddingWebAssembly into the
storage layer, but their work did not address replication or
sharding of data. Finally, blockchains embed untrusted bina-
ries (usually compiled to custom bytecode orWebAssembly)
into their storage processes to support “smart contracts” [59].
Recent work also improved how data is passed between

serverless function invocations of the same job. Pocket [31]
provides an ephemeral storage layer to pass data between
functions efficiently. SONIC [37] decides between data pass-
ing strategies depending on the location of the other func-
tion(s) and the typeof fanout, e.g., single, scatter, or broadcast.

7 CONCLUSIONANDOPEN PROBLEMS

We introduced LambdaObjects: a new abstraction to build
efficient and low-latency serverless applications. This paper
demonstrated how to build applications using this abstraction
and gave insights on how the underlying system architecture
improves upon conventional serverless architectures. Our
early results show promising performance improvements
over the disaggregated design. Future work has to investigate
how to efficiently shard and scale systems that support Lamb-
daObjects so that they provide similar elasticity guarantees
as other serverless systems. Additionally, onewill need to add
consistency guarantees for transactions spanning multiple
function calls.
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