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ABSTRACT
File fragmentation has been widely studied for several
decades due to its detrimental effects on I/O activities. How-
ever, most of the previous research focuses on its perfor-
mance aspect in a single application. In this paper, we analyze
the effect of fragmentation on I/O control in a consolidated
system where multiple applications run simultaneously. Our
evaluation demonstrates that all of the weight-based I/O
control mechanisms supported by the Linux kernel fail to
achieve fair I/O sharing for different reasons when they
meet fragmentation. Also, we show that defragmentation
can promptly antidote such failures by preventing request
splitting and device-level resource conflicts.

CCS CONCEPTS
• Information systems→ Storage management; • Software
and its engineering → Software maintenance tools.

KEYWORDS
File fragmentation, I/O control, cgroups

ACM Reference Format:
Jonggyu Park and Young Ik Eom. 2022. File Fragmentation
from the Perspective of I/O Control. In 14th ACM Workshop on
Hot Topics in Storage and File Systems (HotStorage ’22), June 27–
28, 2022, Virtual Event, USA. ACM, New York, NY, USA, 7 pages.
https://doi.org/10.1145/3538643.3539746

1 INTRODUCTION
Resource management has been a building block for realizing
application consolidation [15, 17, 23–25, 28, 30, 32, 34, 35, 38].
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Since each application has a discrete performance require-
ment, the underlying system should provide an adequate
amount of system resources. Additionally, to guarantee a
certain level of performance regardless of the behavior of
co-running applications, the system should prevent perfor-
mance interference among applications, thereby providing
strict performance isolation. Modern Linux systems utilize
Cgroup [5, 6] to fulfill such necessities. Especially, the weight-
based I/O controlling of Cgroup is widely utilized due to its
convenience, intuitive design, and work conservation [16].
To control I/O resources, Cgroup tightly communicates

with I/O controllers at the block layer, such as CFQ (Com-
pletely Fair Queuing) [3] and BFQ (Budget Fair Queuing)
[1]. Specifically, each I/O controller refers to the I/O weight
values of applications and controls/limits their I/O requests
according to the I/O weights. However, we observe that file
fragmentation hinders I/O controller from precisely control-
ling I/Os for various reasons. Unfortunately, previous stud-
ies about fragmentation [8, 12, 14, 19, 21, 22, 26, 29, 31, 33]
only focus on the I/O performance of a single application
without exploring performance interference among applica-
tions. Therefore, its negative influence on I/O control remains
undiscovered.

In this paper, we approach filesystem fragmentation from
the perspective of I/O control and discover various problems
incurred by fragmentation in a consolidated system where
multiple applications run together. We first investigate the
internal behavior of I/O control mechanisms that support
Cgroup and discover the cases of scheduling failures incurred
by fragmentation. Afterward, we eliminate existing fragmen-
tation using FragPicker [27], a defragmenter optimized for
modern SSDs, and analyze how defragmentation affects I/O
control in such a system.
In summary, our results demonstrate that fragmentation

increases the number of I/Os, decreases the size of each I/O,
and complicates the performance characteristics. Due to such
overheads, fragmentation dilutes the effectiveness of the con-
ventional I/O control mechanisms. First, CFQ experiences
a failure of I/O control because its IOPS-based I/O control
does not consider the size of each I/O operation. Second, BFQ
incurs performance interference since its sector-based I/O
control sacrifices certain applications to equalize I/O band-
width across applications. Finally, the linear performance
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Figure 1: An Example of Proportional I/O Sharing
model of IOCost [16] fails to predict the I/O performance and
thus incurs unfair I/O scheduling. We observe that all of the
problems can be instantly mitigated by defragmentation.

2 BACKGROUND
2.1 Cgroup and I/O Control
Various Linux systems utilize Cgroup for controlling system
resources, and its importance has been increasing due to
the widespread adoption of application consolidation. For
example, contemporary server systems consolidate various
server instances using virtualization technology for better
resource efficiency [9, 36, 37]. In this circumstance, Cgroup
plays a critical role in resource management to guarantee the
performance requirement of each server while minimizing
performance interference. Similarly, mobile systems also
utilize Cgroup to boost the performance of the foreground
application for better user responsiveness while preventing
resource monopolization by background applications [4].
There are various ways to regulate I/O resources. First,

blk-throttle [2] limits I/Os in the form of available read/write
IOPS or bandwidths. However, this method is not work-
conserving. Second, IOLatency [7] can set a target I/O la-
tency per cgroup. Unfortunately, finding an appropriate I/O
latency in the real world is arduous [16]. Finally, one can set
I/O weight of each cgroup and proportionally distribute I/O
resources according to their I/O weights.

For example, as shown in Figure 1, suppose cgroup A has
an I/O weight of 200 and cgroup B has an I/O weight of
100. In this case, the I/O control mechanism in the block
layer regulates the I/O activities of each cgroup and provides
66% and 33% of I/O resources to cgroup A and B, respec-
tively. Therefore, if cgroup A can achieve 100MB/s when it
runs alone, its bandwidth should be at least 66MB/s regard-
less of I/O behaviors of other cgroups. Similarly, the system
should guarantee at least 16MB/s of throughput to cgroup
B, which is around 33% of 50MB/s. To provide performance
isolation, the application behavior in a single cgroup should
not subvert such promised performance guarantees of all the
cgroups.

2.1.1 Completely FairQueuing. To realize such proportional
I/O sharing of Cgroup, the Linux kernel supports various I/O
control mechanisms. First, CFQ [3] is an I/O scheduler for

the single-queue block layer that distributes I/O resources
based on timeslice or IOPS. CFQ maintains per-process I/O
queues and dispatches I/Os from the I/O queues by rotating
the I/O queues whenever each I/O queue expires its timeslice.
To support group scheduling, CFQ manages a cfq group for
each cgroup and keeps track of their I/O usages using per-
cgroup vdisktime. Afterwards, CFQ picks a cgroup that has
the smallest vdisktime and serves their I/Os. Since it is not
feasible to accurately measure the elapsed time in the case
of NCQ (Native Command Queuing)-enabled devices, CFQ
utilizes IOPS instead of timeslice in calculating vdisktime, if
the device is non-rotational and NCQ-enabled.
However, CFQ is vulnerable to the case where hetero-

geneous workloads co-run. For example, if a high-priority
application issues small-sized I/Os while a low-priority one
issues large-sized I/Os, the low priority one can monopolize
the storage devices since CFQ utilizes IOPS without consid-
ering the actual size of each I/O.

2.1.2 Budget FairQueuing. Second, BFQ [1] is a multi-queue
I/O scheduler that distributes a fair amount of I/O band-
width to each application. Unlike CFQ, BFQ utilizes the ag-
gregate amount of I/O sectors issued by each application,
instead of either elapsed time or IOPS. Therefore, BFQ can
achieve fairness in terms of I/O bandwidths among appli-
cations. However, BFQ can incur performance interference
since it equalizes the I/O bandwidth without considering
the influence of each I/O on the storage. For example, it has
been reported that larger-sized I/Os can achieve a higher
I/O performance [10, 13, 18, 20]. Therefore, BFQ allows an
application issuing small-sized I/Os to occupy the underlying
devices longer than another issuing large-sized I/Os, in order
to equalize their I/O bandwidths. In this way, with BFQ, the
performance of applications can be significantly affected by
the I/O characteristics of other applications.

2.1.3 IOCost. Finally, a new I/O control mechanism, IOCost
[16], has been proposed to overcome the drawbacks of the
previous I/O schedulers. It predicts the cost of each I/O using
a linear performance model and calculates the available band-
width for each application. In this way, IOCost can achieve a
fair amount of device occupancy for each application. How-
ever, the linear performance model is insufficient to predict
the performance of SSDs because the I/O performance varies
depending on the location of the data inside the storage even
when their I/O attributes (I/O size, randomness, etc.) are
identical.

2.2 Fragmentation and Its Negative
Influence

File fragmentation refers to the state that data are scattered
into multiple non-contiguous pieces instead of a single large
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Figure 2: File Fragmentation and its Influence
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Figure 3: The Performance Overheads Induced by Frag-
mentation

one. It has been continuously reported that fragmentation
occurs regardless of the filesystem type and degrades the
I/O performance [11, 21, 27]. As shown in Figure 2. Frag-
mentation at the filesystem layer incurs request splitting
where a single I/O request is split into multiple ones. This
reduces the average I/O size and increases both the number
of I/Os and their randomness for the same amount of data.
Fragmentation at the device layer hinders the exploitation of
the parallel units inside SSDs by incurring channel conflicts.

To explore the performance degradation by fragmentation,
we generate a fragmented file with 4KB fragment size and
measure the performance of sequential/random read oper-
ations with various I/O sizes. Since the file is fragmented
into 4KB fragments, all the I/Os are eventually split into
4KB-sized I/O requests/commands regardless of the size of
system calls that the application issues. Here, baseline shows
the performance of non-fragmented files. All experiments in
this paper are performed on a machine with Intel E5-2620 v4
CPU, 128 GiB RAM, and Samsung Flash SSD 850 Pro 256GB.
We use the F2FS filesystem with Linux kernel 5.7.0 (4.19.176
for CFQ).
As shown in Figure 3, the performance of sequentially

reading fragmented files is similar to that of randomly read-
ing non-fragmented files with 4KB I/Os. Specifically, frag-
mentation decreases the I/O performance by around 80%
when issuing 128KB sequential reads. This results comes
from the fact that fragmentation increases the randomness
of I/Os while decreasing the average size of each I/O.
Since SSDs utilize internal parallelism to improve I/O

throughput [10, 13, 18, 20, 39], the data placement is highly
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Figure 4: The Sequential Read Performance with Vary-
ing Distance btw Each Fragment

correlated to effectiveness of device-internal resources,
thereby influencing the I/O performance. To experimentally
demonstrate this phenomenon, we generate a fragmented
file with 4KB fragments and vary the distance between each
fragment. To generate both filesystem-level and device-level
fragmentation in the desired way, we utilize the attribute
of the log-structured allocation of F2FS and the Flash SSD,
which allocates new slots in the arrival order. Specifically,
using O_DIRECT I/Os, we append 4KB of data to the target
file and then append dummy data to a dummy file. Here, we
set the size of the dummy data for appending as the specified
distance. This process is serialized so that all of the write
operations are delivered to the storage without re-ordering.
By repetitively performing these operations, the target file
can be stored in an interleaved way with the dummy file in
both the filesystem and the storage.
In this experiment, all the aspects including the average

I/O size and the number of I/Os at the block layer are iden-
tical except for the distance between fragments. Figure 4
shows the 128KB sequential read performance. The flash
SSD shows various performance results depending on the dis-
tance. Specifically, it experiences a significant performance
drop at every 32KB (4KB * 8) distance by showing up to
70.5% lower performance than other cases. This indicates
that the SSD consists of multiple parallel units that can han-
dle 32KB at a time, and their conflicts significantly degrade
the performance. Like this, the data placement determines
the I/O performance even when all the other I/O character-
istics are identical. This anomaly cannot be detected by the
linear performance model of IOCost, thereby obstructing its
I/O control.

3 FAILURE OF I/O CONTROL DUE TO
FRAGMENTATION

File fragmentation decreases the average I/O size and in-
creases both the number of I/Os and their randomness. We
observe that such overheads incurred by fragmentation ex-
acerbate the drawbacks of each I/O control mechanism. To
experimentally demonstrate it, we perform the following
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Figure 5: Scheduling Failure of I/O Control Mecha-
nisms due to Fragmentation

experiments. First, [P1] we run a workload that reads a non-
fragmented file with 128KB O_DIRECT I/Os in group 2 (grp
2). Second, [P2] after 30 seconds, we run the same workload
in group 1 (grp1) to monitor if each I/O control mechanism
can properly manage I/O resources. Third, [P3] we increase
the I/O weight of grp1 from 100 to 200 so that the weight
of grp1 becomes double the weight of grp2. Fourth, [P4] we
restore the priority of grp1 to 100 and switch the target file
of grp1 to a fragmented file. Here, the size of each fragment
is 4KB, and the distance between two fragments is 28KB. In
this way, the first offset of a fragment is 32KB away from
that of the next fragment. Afterward, [P5] we again increase
the weight of grp1 to 200. Finally, [P6] we terminate grp2
so that grp1 can run alone. We configure the experiment in
this way to compact various possible situations into a single
figure.
Using this benchmark, we evaluate the effectiveness of

CFQ, BFQ, and IOCost when they meet fragmentation. As
shown in Figure 5, all the I/O control mechanisms achieve
their scheduling goal when both grp1 and grp2 read non-
fragmented files (P2 and P3). Specifically, in P2, grp1 and
grp2 show identical performance since they have identical
I/O weights and run the same workload. In P3, grp1 achieves
two times higher throughput than grp2, which conforms to
the I/O weights. However, all of them fail to achieve their
goals when they meet fragmentation.
To provide performance isolation, the behavior of one

cgroup should not influence the performance of other
cgroups, which means the performance of grp2 in P4 and

P5 should be the same as that in P2 and P3, respectively.
Additionally, to provide proportional I/O sharing, the perfor-
mance of grp1 and grp2 in P4 should be at least 50% of that
in P6 (grp1 alone) and in P1 (grp2 alone), respectively, since
they should equally share the I/O resources (50%:50%) in P4.
In other words, each of the cgroups in P4 should show at
least half of the performance when each of them runs alone.
However, CFQ fails to achieve proportional I/O sharing

due to its IOPS-based policy. At P4, the performance of grp1
is only 15.5% of the performance when it runs alone (P6).
Since grp1 at P4 and P5 reads fragmented files, it requires
a more number of I/Os for the same amount of data than
grp2. Specifically, reading fragmented files (grp1) requires
around 32 times more number of I/Os for the same amount
of data, compared with contiguous files (grp2). Therefore,
the IOPS-based policy of CFQ allows grp2 to occupy a larger
amount of I/O resources in order to equalize the number of
I/Os across cgroups at P4.
In the case of BFQ, since BFQ tries to fairly distribute

I/O bandwidths across applications, fragmentation incurs
performance interference. To achieve its scheduling goal,
BFQ provides more I/O resources to grp1 because grp1 needs
more I/O resources to process the same amount of I/O sec-
tors, compared with grp2. In more detail, the average I/O
size of grp1 at P4 is only 4KB while that of grp2 is around
128KB. Meanwhile, due to the smaller I/O size, grp1 requires
around 5 times longer I/O time in processing the designated
amount of I/O sectors, compared with grp2. Therefore, grp2
experiences performance degradation when grp1 reads frag-
mented files. Particularly, the throughput of grp2 in P5 is
around 70% lower than that in P3.

IOCost calculates the device occupancy of each I/O opera-
tion using the linear performance model. Unfortunately, the
Flash SSD shows considerably different performance results
depending on the data layout even when the I/O character-
istics at the block layer are identical. Fragmentation scram-
bles the data placement, thereby decreasing the accuracy
of the performance model. Although IOCost has a dynamic
adjustment module to handle unexpected I/O performance,
it is insufficient to deal with the performance anomaly of
fragmentation. Therefore, IOCost also suffers from perfor-
mance interference. Specifically, grp2 experiences a 63% per-
formance drop due to the workload change of grp1, when
comparing P4 with P2 in Figure 5.
Like this, fragmentation brings about scheduling failure

of each I/O control for different reasons. First, an increase
in the number of I/Os due to fragmentation obstructs the
scheduling of CFQ. Second, BFQ experiences performance
interference due to an increased amount of I/O resources
required for the same amount of data. Finally, fragmentation
decreases the accuracy of the performance model of IOCost,
thereby incurring the failure of effective I/O control.
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Figure 6: Defragmentation Effect on I/O Control with
Homogeneous Workloads

4 DEFRAGMENTATION AS A REMEDY OF
SCHEDULING FAILURE

In this section, we remedy the cases of scheduling failures
using defragmentation which eliminates existing fragmen-
tation by relocating filesystem blocks. For defragmentation,
we utilize FragPicker [27].

4.1 Homogeneous Workloads
To accurately investigate the effect of defragmentation on I/O
control, we run a workload that performs 128KB sequential
I/Os with O_DIRECT in two different cgroups, where grp1
has a two times higher I/O weight than grp2. Therefore, grp1
should occupy 2/3 of the entire I/O resources while grp2
takes 1/3. Here, grp1 reads fragmented files whereas grp2
reads non-fragmented files. We run grp2 first with running
grp1 after 10 seconds. Afterward, we perform FragPicker at
around Time 60. Here, we run FragPicker inside grp1 so that
the I/Os from FragPicker belong to grp1, because FragPicker
defragments only the files of grp1. At Time 110, we suspend
grp1 to measure the performance of grp2 when it runs alone.
Figure 6 shows the performance of both grp1 and grp2

in a time-series manner. In the case of CFQ, as grp1 begins
its task at Time 10, grp1 suffers from a significant perfor-
mance drop because the IOPS-oriented policy of CFQ allows
grp2 to monopolize the storage devices. Specifically, grp1
running with grp2 shows only 28% of the throughput, com-
pared with grp1 running alone. After defragmentation, CFQ
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Figure 7: Elapsed Time of SQLite SELECT Query while
Varying I/O Weight

achieves fairer I/O sharing, thereby grp1 achieving 1.79 times
higher throughput than grp2. Here, since the performance
of FragPicker is also degraded by grp2 due to the same rea-
son, FragPicker with CFQ requires a much longer time for
defragmentation than that with BFQ and IOCost.
With BFQ and IOCost, grp2 suffers from significant per-

formance interference by grp1 before defragmentation. After
defragmentation is performed, both BFQ and IOCost prop-
erly control the I/O resources according to the I/O weights
by showing around two times higher throughput for grp1,
compared with grp2.

4.2 Heterogeneous Workloads
To investigate the case of heterogeneous workloads, we per-
form SELECT query to SQLite database with one million
entries (4.4GB in total) while running 64KB random read
with libaio (iodepth:16) using FIO benchmark, in two dif-
ferent cgroups. Also, we vary the I/O weight of the SQLite
workload from 100 to 800. To measure the effect of fragmen-
tation, we perform the evaluation two times, one (frag) with
FIO reading fragmented files and another (defrag) after de-
fragmenting the FIO files. In the figures, the percentage on
x-axis denotes its I/O share, and one on each bar means the
relative performance to the case when the workload runs
alone. Therefore, the percentage value on the x-axis and the
bar should be matched to provide proportional I/O sharing.
Figure 7 shows the elapsed time of SELECT query. Sim-

ilarly to the previous evaluations, BFQ and IOCost cannot
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Figure 8: Throughput of FIO Benchmark before/after
Defragmentation

provide performance isolation when FIO reads fragmented
files. Therefore, the elapsed time of SELECT query signifi-
cantly increases due to FIO. In the meantime, CFQ provides
more I/O resources to SQLite workload than its share since
its average I/O size is bigger than FIO with fragmented files.
After defragmentation, all the I/O control mechanisms show
better I/O proportionality.
Figure 8 presents the throughput of the FIO benchmark.

Before defragmentation, CFQ provides less I/O resources to
the FIO workload than its share whereas BFQ and IOCost
provides more I/O resources than its share. However, defrag-
mentation can mitigate the unfair I/O sharing of I/O control
mechanisms by eliminating request splitting and minimiz-
ing resource conflicts inside the storage device. In particular,
BFQ achieves nearly ideal I/O proportionality after defrag-
mentation.

5 DISCUSSION
As shown in the paper, defragmentation can promptly re-
lieve the scheduling failures caused by fragmentation. How-
ever, since defragmentation generates additional write op-
erations, it incurs several problems in practice. First, the
additional write operations can curtail the device lifespan.
Second, defragmentation can degrade the co-running appli-
cations, which is detrimental to consolidated environments.
To mitigate these overheads, several studies have been pro-
posed in recent years. For example, to minimize the amount
of writes, FragPicker [27] migrates only a certain portion of
data that can benefit from defragmentation. Janusd [14] is a

copyless defragmentor, which utilize a device-level remap
operation to migrate data.
In addition to the previous efforts for minimizing the

amount of writes, we argue that defragmentation should
be applied in a different manner, depending on I/O control
mechanisms. This paper observed that fragmentation with
CFQ degrades the performance of applications that are ac-
tually accessing the fragmented files. On the other hand,
fragmentation with BFQ/IOCost degrades even the perfor-
mance of other unrelated applications. Therefore, to improve
the performance of high-priority applications with BFQ and
IOCost, we should check the fragmentation states of other
applications as well as the high-priority ones. Also, to mini-
mize the performance interference of defragmentation with
high-priority applications, it can be a possible method to
have the defragmentation process in its own cgroup and
regulate its I/O rate, or attribute the I/Os for data migration
to the owner cgroup as with the experiments in this paper.
Finally, analyzing proper data area for migration can de-

crease the amount of writes for defragmentation. As Park
et al. [27] argued, request splitting can be a primary factor
in performance degradation incurred by fragmentation on
some SSDs. In such cases, migrating only certain fragmented
data that causes request splitting can reduce the amount of
writes for defragmentation. Similarly, since the frequency of
data accesses is not always uniform in practice, not all data
is equally critical to the application performance. Therefore,
we believe that identifying hot data (frequently accessed)
for migration either at the system call layer [27] or at the
block layer can efficiently minimize the amount of writes for
defragmentation.

6 CONCLUSION
In this paper, we analyze file fragmentation from the per-
spective of I/O control. We discover that various I/O control
mechanisms fail to achieve their goals for different reasons,
when they meet fragmentation. Also, we prove that defrag-
mentation can be one of the options for promptly solving
such problems. We believe the experimental results in this
paper will be helpful to those who design a new I/O con-
trol mechanism or address fragmentation-related issues in
consolidated environments.
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