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ABSTRACT
For the past few years, the enterprise Solid State Drives that
employ NVM Express are widely used due to their high per-
formance. It is common for multiple tenants and processes to
share a single SSD. Providing fair SSD performance for multi-
ple applications has become an important issue. We observe
that the write request with FUA flag delays the processing of
read request due to SSD internal read/write interference. To
alleviate the performance degradation of the read requests,
we propose TABS, per-Type fAir Bandwidth I/O Scheduler
for NVMe SSDs. TABS determines the fair bandwidth pro-
portional to the maximum bandwidth and I/O issue rate for
each type of request. (i) Two-phase Dynamic Scheduling sets
fairness goals dynamically according to the I/O patterns of
workload. Then, it throttles the FUA write requests to meet
the pre-measured fairness goal. (ii) Software-based feedback
makes more accurate scheduling possible. By using these
techniques, TABS can guarantee fairness between the read
and FUA flagged write requests. Finally, compared with the
fairness goals, TABS achieves 76% fairness on average and
up to 99.5% fairness, while the noop scheduler, the default
Linux scheduler, shows 18% fairness.
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1 INTRODUCTION
Modern Solid State Drives (SSD) can deliver more than 1
million operations per second. Multiple tenants often use
a single SSD due to its high performance and low latency
[12, 20, 22, 41]. SSDs can readily accommodate the I/Os from
multiple applications with their internal hardware paral-
lelism [8, 13, 27, 32, 42]. However, the interference among
the applications that share the SSD still exists [9, 15, 22, 31].

Forced Unit Access (FUA) is a flag set for the I/O command.
It was first mentioned in the SCSI specification [7]. When
a device that supports the FUA receives a write command
with the FUA flag, the data is directly reflected on the disk
surface. The FUA allows the host to ensure data consistency
without explicitly flushing the disk cache in the event of an
unexpected power outage [3, 33]. The FUA is specified in the
NVM express interface [6, 21].

There are the applications that use the FUA flagged write
requests to ensure data durability [16, 17, 23, 28]. QEMU-
KVM and Linux SQL Server provide the execution options for
ensuring data durability with the FUA. directsync cache
mode of QEMU-KVM uses both O_DSYNC and O_DIRECT
semantics. The guest’s I/O requests bypass the host page
cache and are servicedwith the FUA flag [1, 10, 19]. Microsoft
SQL Server usesWrite-Ahead Logging (WAL) to ensure ACID
properties of transactions [37]. The write requests for the
transaction’s log records are dispatched to the disk with the
FUA flag [4, 37]. When the transaction is committed, the log
records are reflected directly on the disk.
The internal parallelism feature of the SSD flash chip al-

lows it to process I/Os in parallel. However, in some cases,
the I/Os are serialized (Sec. 2). If a flash read falls into the
critical path of program execution, it is postponed due to the
program, which has a 10-40 times longer latency than the
read [5]. This is known as read/write Interference [34, 40].

We observe that when the host dispatches both FUA write
(write request with FUA flag) and read requests, the read
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latency becomes longer, similar to the FUAwrite (Sec. 3). It is
unfair that the FUA writes result in excessively long latency
for concurrent read requests. The read/write interference
by the FUA writes is the cause of the unfairness. When
the write request with FUA arrives at the device, a flash
write is executed. When the program execution for the flash
write causes the read/write interference, the read request is
delayed. We call this phenomenon, FUA interference.
We propose TABS, per-Type fAir Bandwidth I/O

Scheduler to alleviate the performance unfairness caused by
FUA interference. TABS provides the fairness between two
types of I/O operations, read and FUA write, at the host level.
TABS determines that the both requests are fair when their
bandwidths are proportional to their maximum bandwidths
and I/O issue rates. For example, when the read and FUA
write requests are issued in a 1:1 ratio, it is fair if the read
bandwidth becomes the half of its maximum bandwidth, as
well as the FUA write. TABS separates the scheduling process
into two phases. During the first phase, it identifies the I/O
pattern and sets the fair bandwidth for each I/O type. During
the second phase, it delays the dispatch of FUAwrite requests
in order to adjust the number of outstanding FUA writes.
TABS provides periodic feedback on the scheduling param-
eters for the accuracy. TABS keeps monitoring the actual
bandwidth and evaluating whether the fairness is satisfying
by the current scheduling policy.
TABS reduces the performance degradation of the read-

intensive workloads even when other applications generate
the FUA writes concurrently. It achieves 76% fairness on
average and up to 99.5%, while the noop scheduler only
reaches 18% fairness on average.

2 BACKGROUND & RELATEDWORKS
2.1 SSD internal parallelism & read/write

interference
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Figure 1: Read request delayed by P/E in the same die.

To maximize I/O parallelism, SSDs employ multiple flash
chips in a multi-channel, multi-way structure [13, 42]. A
channel is an independent I/O bus operated by a micropro-
cessor. Each flash chip consists of one or more dies. A die
consists of several planes. SSDs can process I/O operations
in parallel by distributing them across the multiple channels,
ways, dies, and planes. Flash memory performs read and

write operations in the unit of flash page. For the flash write,
the program of the corresponding pages is executed. Differ-
ent types of flash commands, such as read or program, can
be serialized in the same die [13]. This can degrade the SSD’s
internal hardware parallelism. Only the commands with the
same type can be executed simultaneously in a single die. If
the SSD controller tries to read some pages on the die where
the program is executing, the read command cannot be exe-
cuted until the program is completed [8, 27, 32]. A critical
path is a flash chip component in which the different types
of flash commands cannot be performed at the same time.
SSD write latency is nearly 10-40 times that of read latency
[5]. When the flash read falls into the critical path of write
processing, it would be delayed (Fig. 1). This is referred to as
SSD read/write interference [40].

2.2 Fair I/O Scheduling
Existing fair I/O schedulers are primarily designed to provide
independent I/O performance across the multiple tasks that
share the same storage device. FIOS [26] mentions how to
resolve read/write interference at the host level. It adopts a
naive approach, however, by dispatching the read request
first and blocking all the write requests until the already
dispatched read is complete. The write request can be con-
tinuously blocked due to the frequent read requests. Many
studies have proposed the schedulers for providing the fair
performance of themultiple tasks that share the same storage
device [11, 25, 26, 30, 35, 36, 38]. These schedulers address
the fairness among the processes that are running at the
same time, but not with the fairness among the different
types of I/O operations. There has been a study on schedul-
ing the read/write fairness [18]. Lee et. al [18] isolates the
read and write dispatch queues in the NVMe driver to reduce
read/write interference. The ratio between the number of
the read and write queues, which is statically set when the
system boots, determines the performance of each type of
I/O request. As a result, it is difficult to say that it is fair
because the goal is always the same regardless of the I/O
patterns. There have also been studies of the device-side I/O
schedulers in which the device’s controller schedules flash
read and write operations [34, 39]. This approach, in com-
parison to scheduling at the host level, necessitates firmware
modification, making it difficult for users to adopt.

3 MOTIVATION
3.1 FUA write interference
In this section, we observe and analyze the FUA interference
with the read requests on OLTP benchmark in the virtual-
ized environment. We use QEMU-KVM (6.2.91) [28] to create
virtual machines. We use sysbench [14] as the OLTP bench-
mark and evaluate the MySQL [24] performance. A single
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Figure 2: Throughput of OLTP benchmark on
VMreadonly. VMinterference performs OLTP write-only
workload (Blue) and OLTP read-only workload (Yel-
low) alternately.

MySQL server runs on each virtual machine. When a vir-
tual machine performs the sysbench, it executes the queries
on its MySQL server. The virtual machines share the same
NVMe storage device. Each virtual machine uses a logically
independent 100GB partition as its virtual NVMe disk. The
guest’s MySQL server stores all the data in its virtual disk.
We set the cache mode of the virtual NVMe disk to directsync.
The FUA flag is set for all the write requests generated by the
virtual machines. All requests bypass the host’s page cache.
We observe how the FUA write requests from the virtual ma-
chine affect the read performance of another virtual machine
sharing the same SSD. The host and guest configurations are
shown in Table 1.

Guest HostVMreadonly VMinterference

Software
Configuration

OS Centos 7.9 (Linux v5.8.5)

Applications MySQL 8.0.29
Sysbench 1.1.0 QEMU-KVM 6.2.91

Hardware
Configuration

CPU 1 vCPU 7 vCPUs 4 Cores (8threads)
Memory 2GB 2GB 16GB
Storage

(Cache Mode)
Virtual NVMe Disk
100GB (directsync)

Samsung 970 Pro
512GB

Table 1: Configuration of the guests and host.

We generate one virtual machine which performs a read-
intensive workload. We call it VMreadonly. VMreadonly runs the
OLTP read-only workload, which executes the read-only
queries like SELECT. We create another virtual machine
that interferes with VMreadonly. We call this virtual machine
as VMinterference. To compare the interference caused by the
read and the FUA write requests, VMinterference alternately
performs the FUA write-intensive workload and the read-
intensive workload. VMinterference uses the OLTP write-only
for the FUA write-intensive workload and the OLTP read-
only for the read-intensive workload. The OLTP write-only
workload executes UPDATE, DELETE and INSERT queries.
We set the 120 seconds gap between the two workloads. In
this gap, VMinterference does not operate any workloads. All
the workloads access the database which has 1000 tables
with 100,000 records each.

The performance of VMreadonly varies greatly according
to the I/O types generated by VMinterference. Fig. 2 shows

the throughput of VMreadonly when it concurrently operates
with VMinterference . The blue and yellow regions represent the
period that VMinterference runs the FUA write-intensive and
read-intensive workload, respectively. VMinterference does not
perform the workload in the white region; only VMreadonly ex-
ecutes the OLTP read-only workload. When there is no work-
load running on VMinterference, VMreadonly performs about 300
TPS. VMreadonly’s performance drops by around 43%, from 300
to 170 TPS, when VMinterference performs the OLTP read-only
workload simultaneously (Yellow region). In the blue area,
the performance degradation of VMreadonly is much worse.
When VMinterference performs the FUA write-intensive work-
load, VMreadonly’s performance drops by around 72 %, from
300 to 85 TPS. When virtual machines share the same SSD,
the I/O interference caused by the FUA write requests is
greater than the read requests.

3.2 Interference Analysis

User Type I/O engine # threads I/O size I/O depth I/O type Options
Reader libaio 1 16 KB 128 random read direct & sync
Writer libaio 1 16 KB 128 random write direct & sync

Table 2: Configuration for workers (fio).

To analyze the FUA interference in detail, we simulate an
environment in which the FUA-intensive and read-intensive
workloads are running simultaneously. To do this, we define
two workers, Reader and Writer. Table 2 shows the con-
figurations for each worker. Each worker runs as a single
thread and uses the libaio engine. The libaio engine uses
asynchronous I/O. We also set the direct option of fio to
reduce the impact of the host’s page cache. All I/O requests
bypass the host page cache. Each worker issues an operation
of size 16 KB. I/O depth is 128. Reader and Writer perform
random read and write, respectively. We set the sync op-
tion of fio for the writers to be able to send the write with
the FUA flag. When both direct and sync options are set
to 1, the O_DIRECT and O_DSYNC flags are set on the open
flag for the file. In Linux, if system call, open(), is invoked
with O_DIRECT and O_DSYNC, the write request to file data
is processed as direct I/O and the FUA flag is set [2].

We measure performance using 4 cores and 8 threads, 16
GB of DRAM machine, and an NVMe SSD (970 Pro) [29] as a
storage device. We vary the number of workers and measure
the bandwidth of read and write of each worker. For the
convenience of explanation, the name of each workload is
defined as {𝑁𝑤𝑟𝑖𝑡𝑒𝑟 }𝑤{𝑁𝑟𝑒𝑎𝑑𝑒𝑟 }𝑟 according to the number
of workers. Then, we analyze the effect of FUA interference
on the concurrent read. Fig. 3 shows the performance of a
single reader in each situation where the reader runs with
other workers; another reader, a writer (w-sync, w/ FUA),
and a writer who does not set the sync option (w-nosync).
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For 1w1r-nosync, the write request is the direct I/O and the
FUA flag is not set. The write requests are only transferred
to the disk’s writeback cache. We’ll call it cache writer.
The drop in read performance caused by FUA writes is

noticeable. When the reader is added to a single reader (2r),
the single reader’s bandwidth is reduced to 0.76 GiB/s, which
is 50% of the original capacity. Two readers occupy the band-
width equally. When the cache writer is added, it is reduced
by about 57% to 0.66 GiB/s. When the writer is running
concurrently, the bandwidth decrease of a single reader is
substantially more than when running with the reader or
cache writer.
We find that due to the FUA interference, the reader’s

performance falls to a level comparable to the FUA write.
Fig. 4 shows the bandwidth of each worker when the number
of concurrently operating readers is fixed to one and the
number of writers is changed. For comparison, the result of
1w is added. Surprisingly, regardless of the operation types,
all workers have comparable bandwidth. Each worker seems
to have fair device utilization, but they do not. In the case
of 1w1r, the reader’s bandwidth is reduced by 84.3%, while
the writer only decreases by 12% from 0.27 GiB/s to 0.24
GiB/s. The latency of the read request, which is quite low
in comparison to the write, becomes nearly the same as
the write (Fig. 5). The reader’s bandwidth gets worse as the
number of writers increases (Fig. 4). For workload 3w1r, the
reader’s bandwidth is only about 5.8% of the maximum read
bandwidth.

3.3 Outstanding FUA writes
Wemeasure how the interference behavior changes when we
reduce the number of outstanding FUA writes. We change
the I/O depth of the writer and observe how the bandwidth of
each worker changes. I/O depth is the maximum number of
requests a worker can issue asynchronously. As it is reduced,
the number of outstanding I/O generated by the worker de-
creases as well. The bandwidth of concurrent read operations
also increases due to the alleviation of FUA write interfer-
ence. Fig. 6 shows the read and write bandwidth when the
writer’s I/O depth varies. In 1w1r and 3w1r, when the I/O
depth becomes less than 64 and 20, respectively, the read
bandwidth rises sharply. FUA interference is alleviated by

reducing the number of outstanding FUA writes. The desired
read performance can be achieved by adjusting the number
of outstanding FUA writes.
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Figure 6: I/O Bandwidth of each type of I/O with vary-
ing writers’ I/O depth.

4 DESIGN & IMPLEMENTATION
4.1 Overview & Goal
We find that reducing the number of outstanding FUAs at the
host level can alleviate read/write interference in the SSD.
We propose newly developed I/O scheduler for flash memory,
particularly NVMe SSDs. TABS delays the dispatch of FUA
write to obtain the proper bandwidth for both read and FUA
write requests. TABS, per-type fair bandwidth I/O scheduler,
guarantees that read and FUA write requests use the device
fairly. TABS gives the different bandwidth weights to read
and FUA write requests. Each of their bandwidth must be
proportional to their respective weights to achieve fairness.
The weights of read or FUA write are set to be proportional
to their maximum bandwidth (𝐵𝑊𝑀𝑎𝑥 ) and I/O issue rate (I).
Accordingly, the fair bandwidth (FBW ) is defined as Eq. 1.

𝐹𝐵𝑊𝑥 = 𝐵𝑊𝑀𝑎𝑥,𝑥 × I𝑥
I𝑡𝑜𝑡𝑎𝑙

(1)

In TABS, we use two techniques, (i) Two-Phase Dynamic
Scheduling and (ii) Software-based Feedback. Through these
two techniques, TABS achieves the fair bandwidth dynami-
cally with low overhead from the I/O scheduler. Fig. 7 shows
the overview of TABS.

4.2 Two-Phase Dynamic Scheduling
TABS divides the scheduling process into two phases; IDLE
and SCHED. During the IDLE phase, it observes the current
I/O pattern in order to reflect the fairness goals immedi-
ately based on the workload characteristics. The collected
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Figure 7: TABS Overview.

information on I/O pattern may differ from the actual one
if the scheduler is working. To avoid this problem, the I/O
scheduling is disabled during this period. TABS throttles the
dispatch of the FUA write requests during the SCHED phase.
We define the throttling factor (𝛼). The number of dispatched
FUA write (𝑁𝑓 𝑢𝑎) is limited to the number of dispatched read
requests (𝑁𝑟𝑒𝑎𝑑 ) multiplied by the throttling factor.

IDLE Phase During this phase, TABS recognizes the cur-
rent workload’s I/O pattern. It counts the number of issued
I/O requests 1 from the host ( 1 in Fig. 7). When enough I/O
statistics have been collected, scheduling can begin. When
the number of issued I/Os collected by TABS exceeds the
threshold, the phase is switched from IDLE to SCHED ( 2 in
Fig. 7). The statistics collected by TABS are periodically reset.
The reset period and threshold should be configured accord-
ing to their system environments, such as the spec of the
storage device. When the phase is switched, the scheduler
delivers the fair bandwidth (Eq. 1) and throttling factor. Both
are calculated based on the number of issued I/O requests.
The throttling factor is initialized by dividing the number of
read requests by the number of write requests.

SCHED Phase During this phase, the issued I/O requests
from the host are scheduled ( 3 in Fig. 7). The requests in-
serted into the NVMe device driver’s submission queue (SQ)
are dispatched to storage in the order in which they are
queued. TABS does not schedule any read requests. On the
other hand, the FUA write requests are scheduled to meet
the fairness goal. TABS inserts the FUA write requests into
a newly created queue, the FUA delay queue. Only a certain
number of queued FUA write requests are moved to SQ and
given a chance to dispatch.

SCHED phase is composed of multiple epochs. The epoch
is a time period. In the SCHED phase, the scheduler mea-
sures the actual bandwidth in the unit of epoch. Then, it
processes the feedback to readjust the throttling factor by
comparing the per-epoch bandwidth to the fair bandwidth
( 4 in Fig. 7). Through the feedback process, the scheduler
keeps regulating the throttling factor that can reach the fair
bandwidth.

1the number of I/O requests that inserted into SQ of NVMe device drive.

4.3 Software-based Feedback
In this section, we explain the detail of the feedback pro-
cess. TABS compares the per-epoch bandwidth to the fair
bandwidth every end of the epoch. Once the per-epoch band-
width is less than 90% of the fair bandwidth. it re-calculates
the fairness factor. To do this, we first calculate the change
ratio of the throttling factor. The factor must change at a
rate of the change ratio. The change ratio is calculated by
the per-epoch bandwidth divided by the fair bandwidth. It is
always lower than one. The scheduler calculates and applies
the change ratio for each I/O type, one by one. For read re-
quests, TABS adjusts the throttling factor by multiplying the
change ratio and original factor to make it smaller. On the
other hand, for FUA write requests, TABS divides the original
factor by the change ratio.

5 EVALUATION
5.1 Experiment Setup
Here, we examine the bandwidth and fairness achievement
of TABS on a machine with 4 cores and 8 threads (Intel(R)
Core(TM) i7-4790 CPU with 3.60GHz) and 16 GByte DRAM.
The CentOS 7.4 (kernel v5.8.5) and Samsung 970 Pro 512GB
[29] are used. To measure the bandwidth of each type of I/O
request, we define the two types of workers, the same as
those used in Section 3. All workers bypass the host page
cache. Writer sends the random write with FUA flags and
Reader sends the random read (Table 2). The number of
active cores is set to be the same as the number of workers
for all workloads.

We evaluate TABS and noop scheduler, the default sched-
uler for Linux kernel. In order to verify the fairness, we
compare the bandwidth results with the calculated fair band-
width (Eq. 1) for all workloads. For the maximum bandwidth
of each I/O type, we use the pre-measured value; 1530 MiB/s
for read and 273 MiB/s for FUA write. The I/O issue rate ratio
is assumed to be the same as the ratio between the number
of Reader and Writer. Lastly, the static values for TABS are
as follows: During the IDLE Phase, the reset period is 500 ms
and the threshold is 5,000. Once the total count is over 5,000
in 500 ms, TABS switches the phase from IDLE to SCHED.
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Figure 8: I/O Bandwidth of TABS & Noop, ✚: Fair Bandwidth of workload.
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The SCHED Phase lasts 50 seconds and each epoch is set
to be 1 second. TABS regulates the throttling factor every 1
second.

5.2 I/O Scheduling
To confirm that the fairness is achieved through TABS, we
measure the bandwidths of the read and FUA write requests
with varying the number of two workers. We omit the band-
width of each worker since TABS only considers the fair
bandwidth of each I/O type. The bandwidth results for all
workloads we evaluated are shown in Fig. 8. Fig. 8a and
Fig. 8b illustrate the bandwidths of the read and FUA write
requests, respectively. Due to the lack of active cores, we only
analyzeworkload for up to fourworkers. The fair bandwidths
of the workloads are also shown in Fig. 8 for comparison.
As we previously stated, the fair bandwidth is based on the
reader and writer ratio.

In all workloads except 1w1r, the bandwidths of both types
of I/O requests in TABS are similar to or higher than their
own fair bandwidth (Fig. 8). TABS achieves the fairness goal
that we define. IDLE phase detects the current I/O pattern of
executed workload successfully without any pre-setting for
the workload. TABS can achieve the proper fairness for all
the workloads, because its goal changes dynamically accord-
ing to the current I/O pattern. The fair I/O scheduler, TABS,
provides more opportunities to obtain higher performance
for the I/O type that is generally faster and quicker. It gives
the device the possibility to accommodate more I/O traffic
even if the FUA requests are issued frequently.

We calculate the error rate of each I/O type and workload.
The error rate is the normalized error to fair bandwidth,
which is calculated from the absolute difference between
actual and fair bandwidth. The average error rates for the
other workloads except 1w1r are 0.18 and 0.15 for read and
FUA write, respectively. The error rates of workload 1w1r
are 0.40 and 0.34. This is more than double that of the other
workloads. However, even though it has the largest errors, it
is still substantially fairer than the noop scheduler (Fig. 9).

5.3 Fairness Factor
To compare the fairness between the noop scheduler and
TABS, we define the fairness factor (F ) (Eq. 2). The fairness

factor represents how fair the two types of I/O requests are in
terms of bandwidth. The read/FUA write operations become
fairer as the fairness factor approaches one. When the factor
is one, we assume that the performance of all types of I/Os
is 100% fair.

F =
𝐵𝑊𝑟𝑒𝑎𝑑/{𝐵𝑊𝑀𝑎𝑥,𝑟𝑒𝑎𝑑 × 𝐼𝑟𝑒𝑎𝑑 }
𝐵𝑊𝑓 𝑢𝑎/{𝐵𝑊𝑀𝑎𝑥,𝑓 𝑢𝑎 × 𝐼𝑓 𝑢𝑎}

(2)

The fairness factors of the noop scheduler and TABS for
all workloads are shown in Fig. 9. For comparing the result
easier, we inverse the value when it is more than one. Factor
calculation is done with Eq. 2, but if the factor is 1 or more,
the reciprocal number of the result is taken for ease of verifi-
cation. The average fairness factor is 76% for TABS and 18%
for noop scheduler. TABS shows the 4× higher fairness than
the noop scheduler.

6 CONCLUSION
In modern NVMe SSD, multiple outstanding FUAs degrade
concurrent read’s performance. When the FUA write arrives
at the device, it occurs the flash write inside the SSD. The
flash read/write interference induced by the FUA is the cause
of the unfairness. We propose a fair I/O scheduler for NVMe
SSDs, TABS, that delays the FUA write dispatch to obtain
the proper bandwidth for both read and FUA write requests.
TABS provides fairness between different types of I/Os at the
host level. To ensure the fairness according to the request
type, the bandwidth of each request is set to be proportional
to its maximum bandwidth. The scheduler process is com-
posed of two phases; IDLE and SCHED. TABS serves the
different fairness goals according to the workloads. Lastly, it
achieves 4 × higher fairness than the noop scheduler.
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